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DTN Routing with Back-Pressure based Replica
Distribution

Zhenzhen Jiao, Rui Tian, Baoxian Zhang, and Cheng Li

Abstract: Replication routing can greatly improve the data delivery
performance by enabling multiple replicas of the same packeto
be transmitted towards its destination simultaneously. Ithas been
studied extensively recently and is now a widely accepted und-
ing paradigm in delay tolerant networks (DTNs). However, inthis
field, the issue of how to maximize the utilization efficiencyf lim-
ited replication quota in a resource-saving manner and theefore
making replication routing to be more efficient in networks with
limited resources has not received enough attention. In tisi pa-
per, we propose a DTN routing protocol with back-pressure baed
replica distribution. Our protocol models the replica distribution
problem from a resource allocation perspective and it utilzes the
idea of back-pressure algorithm, which can be used for prowding
efficient network resource allocation for replication quota assign-
ment among encountered nodes. Simulation results demonstie
that the proposed protocol significantly outperforms exising repli-
cation routing protocols in terms of packet delay and delivey ratio.

Index Terms. Back-pressure, delay tolerant networks (DTN) rout-
ing, replication.

I. INTRODUCTION

Delay tolerant networks (DTN) enable communications

delivery performance in DTNs. In such a paradigm, a key is-
sue is to design an efficient routing scheme which can achieve
a good tradeoff between replication gain and network resour
consumption. Existing replication routing protocols candi-
vided into two categories based on the amount of replicas cre
ated, i.e., flooding-based protocols and quota-based goisto
Flooding-based protocols greedily create replicas whetaice
conditions (e.g., when encountering a node with qualifiéld ut
ity or replicating a particular packet can obtain desirgdggor-
mance gain) are met. However, such a way of replication can
lead to unlimited number of replicas in many cases. As atesul
it can exhaust the network resources and is not always pahcti
To address this issue, some work in this aspect (e.g., RAPID
[6] and MaxProp [7]) has already considered the issue of lim-
ited network resources in their protocol design. Howe\regirt
implementations may still lead to excessive replicatioadme
cases and therefore affect the network performance [1@prA
trast, quota-based protocols intentionally limit the totamber
of replicas allowed to be created in a network (e.g., Spraj~a
wait [8], Spray-and-focus [9], capacity-constrained iegtion
(CCR) [10], Multi-phase spraying [11], and encounter-loase
routing (EBR) [12]). However, these existing protocolseoft
suffer from the issue of inaccurate estimation of nodesl-abi
pdy for delivering a packet, which may lead to low probalyikif

tween wireless nodes with intermittent contacts due to meale Packet end-to-end delivery (for overestimation case) onates
bility, power management, and etc., which has been regausie&’f the limited network resources (for_ underestimation Lase

a networking paradigm for many special scenarios, e.gp dee T0 address the above issue, in this paper, we propose a DTN
space communications and animal monitoring [1]. Unlikelitra fUting protocol using back-pressure based replica bisitn
tional communications networks, connected path betweemn cdBAR for short). BAR models the replica distribution profrie
munication endpoints does not always exist in DTNs, whidfom & resource allocation perspective and it utilizes theai
makes the DTN routing problem challenging. Recently, a ned the back-pressure algorithm, an efficient schedulingtgm

type of routing strategy, namely replication routing, hae

for efficient network resource allocation [16], [17], to sch

increasingly accepted as an effective solution to suppdittl D ule the distribution of replicas and also quotas. BAR takés i

routing and it has attracted much attention [2]-[15].

account several key factors when making the scheduling deci

Replication routing allows multiple replicas of the sam&!ons, including replication limit, each node’s abilityr fdeliv-

packet to be transmitted towards its destination simutiasky,

which has been proved to be effective for improving the daf
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ering a packet (estimated based on node contact probapility
d limited network resources. BAR uses the idea of backpres
sure based scheduling for disseminating a packet'’s regliota
among neighbor nodes based on the quota currently keptlat eac
node and also their respective abilities (delivery prolités)

for delivering the actual data packet to its target destinat
Moreover, in BAR, the use of nodes’ packet delivery abtitie
into the transmission scheduling decision making can alsieg
data packets to be forwarded to nodes with high delivery abil
ities, which can to a large extent suppress unnecessatigaepl
exchanging in the network. To the best of our knowledge, our
work in this paper is the first time that the idea of backpressu
based scheduling is used for efficient replica quota digtion

in DTNs. We evaluate the performance of BAR on the widely
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used network simulator ONE [18] by comparing it with several In this paper, we shall utilize back-pressure schedulirsyifn
well-known replication routing protocols for DTNs. Simtitsn  port efficient replica distribution of each data packet ini@n
results show that BAR significantly outperforms existingrikvo termittent connected DTN, in order to achieve high packet de
in terms of packet end-to-end delay and successful delrgery livery performance. For this purpose, we make the following
tio. The rest of the paper is organized as follows. Sectiondbksumptions. In BAR, we view the delivery of each individual
presents the network model under study and the design sletdata packet from its source to its target destination astaalir
of our protocol BAR. Section Il conducts extensive simidas flow, a viewpoint significantly different from existing warkn
for performance comparison. Section IV briefly reviewstesta which all the data packets moving from one node to another
work. Section V concludes this paper. node are treated as a flow. Specifically, petepresent a data
packet and also considgras a virtual flow, with a slight abuse
of notation. Once is generated at its source node, it is assigned
a guota, i.e., the total amount of replicas that it can gdaera
BACK-PRI?:)SE}FJFTIEBLEJS"?I%?\ID REPLICA when traveling across the network, denoted@&c(p), where
src(p) is the source node of packetFor each node € V(G),

In this section, we propose the detailed design descriptionif it has p's replica in its queue with a quot@?, then we say
BAR. We first present the system model and then describe hgvit the queue length of the virtual flgwat noden is Q2 i.e.,
each componentin BAR works in details. UP(t) = QF, whereU? (t) represents the queue length of virtual

flow p at noden.

II. BAR: ADTN ROUTING PROTOCOL WITH

A. System Model

In this paper, we study a DTN constituent of nodes with ir?- Protocol Overview
termittent contacts between them as they move randomlgtwhi In this subsection, we give an overview of our protocol BAR.
can be modeled by graghi = (V, E), whereV represents the BAR realizes the replica distribution using back-pressiased
set of nodes and' represents the set of links @. Each link scheduling of quota exchanging. As introduced in the preced
E(G) represents a contact between two nodes, which is a tinieg subsection, in BAR, each packet in the network is viewed
varying function. The available bandwidth during a contaet, as a virtual flow. For each nodg which stores a packetwith
when two nodes meet each other) and the buffer space of nodefiotaQ?, the queue length of the virtual flowis QZ, i.e.,
are both assumed to be limited. UP(t) = Q. Accordingly, an intuitive method for realizing
In this paper, we model the replica distribution as a resmurgack-pressure based scheduling will be as follows: Sulbstit
allocation problem which is somewhat similar to the work ithe virtual queue’s lengthU into (1) and accordingly calculate
[6]. The difference is that our replica distribution modelhis the virtual-flow-weight associated with lirke, m) as follows.
paper works in a back-pressure style in order to achieveesitic _ _ _
network resource allocation [16], [17], [19], [20]. Wam(t) = max [UF(t) — UR,(1)]. 3)
Back-pressure scheduling algorithm was first proposed in pilm)
[16], wherein it was proven that queue-length based resouppparently, based on (3), the packet with the highest raplic
allocation in back-pressure scheduling is throughputno@ti tion emergency will be encouraged to transmit its replicst.fir
i.e., it can stabilize a network when arrival rates lie withive Here, a higher replication emergency;ofs indicated whem
network capacity region. Furthermore, it can achieve effiti has higher undistributed quotaratas the sending side) or lower
resource allocation in stochastic networks when combinéd wquota (or zero) atn (as the receiving side). Both cases can be
rate control [17]. interpreted as that has not been well sprayed to the network
The classical back-pressure algorithm in [16] works as fafomparing with other packets with lower virtual queue léngt
lows. At the beginning of time slat, for each link(n,m) € (ifferentials.
E(G), its link-weight is assigned as the maximum backlog dif- However, the above way of link weight calculation has not
ferential of all the flows passing through the link (i.e., thexi- taken into account nodes’ abilities for delivering a partéc

mum flow-weight, ties broken arbitrarily): packet. Similar to the replication mechanisms in [10] arid[1
f f (3) may lead to greedy replication of packets when a pair of
Wam(t) = f:rf}laf;)wn () = U (8)] (1) nodes encounter, no matter whether the packet receiver is a

worse carrier than the sender or not, e.g., the receiverlitu
whereU/ (t) represents the queue backlog of figvon noden has little chance to have a path to the packet'’s destination.
at timet. Thus, packets belonging to flojuwill be transmitted ~ TO address the above issue, BAR takes into account each
over link (n,m) if (n,m) is to be activated under a schedul@ode’s packet delivery ability and a data packet's replcat

=(t) which is derived from the following optimization problem:emergency degree as calculated in (3) altogether when gakin
scheduling decisions.

7(t) = arg max Z W (8)7nm (t) 2) Accordingly, we introduce a cost model, which estimates the
wel nodes’ ability for delivering a certain packet via node niippi

knowledge. The cost model used here is well-accepted iritthe |

whereTI represents the set of all feasible schedules accordiegture but is for the first time being used in the context ckba

to given link interference model ang,,, (t) represents the link pressure scheduling. Specifically, the cost model detexsrtime

rate of(n, m). cost for using a node to deliver a packep (denoted byC?) as

(n,m)



380 JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 16, NO. 4, AUGBT 2014

follows. Itfirst assigns a cost to each path departing frodemo represent the contact probability recorded+byor it to meet
to p’s destination, which is calculated by using the contacbprom € V(G) — {n}. For each node in the network, the initial
ability between neighbor nodes constituent of the path.tNex value of B,, ,,,(m € V(G) — {n}) is settol/(|[V| — 1), where
assigns the path with the least cost among all possible path$V| represents the number of nodes in the network, and the up-
n’s cost. In this way, a node with lower C? is considered to dating ofB,, ., is as follows. Once: meets a node:, B,, ,, is
have higher ability for delivering packgt first increased by one, then the contact probability for atles
After defining each node’s ability for forwarding a partiaul € V(G) — {n} kept atn is re-normalized. To illustrate how this
packet, next, we integrate it together with the packet capli works, we here give an example. Consider a network contain-
tion emergency degree in (3) into back-pressure schedfding ing 6 nodes. For a nodec V(G) in the network, its contact
guiding a node to make efficient replication decision. Tofe s probability to every other nod¢ € V(G) — {i}, i.e., B; ;, is
cific, we design a shadow queue whose queue length equalsitiitgally set to 0.2. When encounters a node V(G) — {i},
product of node delivery ability and packet replication emedenoted by:, B; , is first increased to 1.2. Then, all the proba-
gency degree, i.d]#(t)C?. Furthermore, we conduct the backbilities, includingB; , andB; ; forVj € V(G)—{a}, will be re-
pressure based scheduling based on the lengths of thesmshambrmalized to keep their sum to be one. As a redgli, = 0.6
queues. Under this scheduling mechanism, for each timesttraand B; ; = 0.1 for Vj € V(G) — {a}. This is the so-called in-
mission opportunity appears, a node can make a forwardicrgmental averaging strategy, which was also used in otbie w
decision via one simple calculation: 1) Whether to repécat (e.g., [7]). In this way, nodes who meet each other infre¢jyen
packet to current encountering node; 2) if yes, then whidke@a will have lower meeting probability over time. Once two nede
and also how much quota need to be transmitted; 3) if there emeet each other, they exchange all their recorded contabt pr
ist multiple candidates that can be used as forwarders lut #bilities. At the same time, they also exchange the infoionat
contact duration or bandwidth only allows limited packpt(s of quotas of packets they carry, which is necessary for ngakin
be transmitted, then which combination of packet(s) and facheduling decisions.
warder(s) will be the most efficient. Next, a node: calculates the cosi? for it to reach the desti-
After a noden has made a scheduling decision for forwardiation of packep, denoted byist(p). Specifically,C? is calcu-
ing a packep’s replica to a neighbor node, the next job for lated as follows.
noden is to distributep’s replication quota ton according to

the scheduling decision. As we mentioned previously, tpé-re o _ min d‘(’%_l(l B ) 4
cation quota of a packet at a node is the permitted repligatin " paths{n,dst(p)} z,z+1

amount of the packet at the node. If the pagkiest generated at e

n, i.e.,nisp's source noderc(p), thenthe replicaquo@?, .,  wherepaths{n, dst(p)} represents the set of all possible paths

is assigned as a pre-determined value; otherwise, the giptafrom noden to dst(p). Apparently, based on (4), a node with
is determined by the quota thas last-hop node is going to sendhigh cost to reach a packet’s destination will be seen as-a for
to n and also the quota that noddocally keeps (if any) before warder with low probability, and vice versa. Besides, thet of

the transmission. BAR’s replication quota distributionaha- dst(p) always equals zero, i.ngst(p) =0.
nism follows the back-pressure scheduling’s principle: dd@

with higher delivery ability and further has not carried tnach  D. Shadow Queue based Scheduling Mechanism

quota (for the same packet) can be seen as a promising f@ward | this subsection, we introduce a shadow queue based link
and is encouraged to be assigned more quota. weight calculation and scheduling decision making medrani

In the next three subsections, we will respectively inti@®u to enable the joint consideration of per-node deliveryigtaind
how each component in BAR works, including cost model fqgacket's replication emergency degree.
estimating a node’s packet delivery ability (see SectioB)ll ~ gpecifically, let’? denote the shadow queue for a pagkat
shadow queue based scheduling mechanism (see Section lldg}je, its length is calculated as follows.
and quota distribution mechanism (see Section II.E).

Vi(t) = UR#)Cr 5)

C. Cost Model

In this subsection, we introduce the cost model which detd¥nereC?, represents the cost from nodeo dst(p), andUp(t)
mines the delivery cost from a nodeto packety's destination, 'S the replication quota gf atn, as we introduced earlier. Ac-
denoted byC®. C? also represents nodes delivery ability for cordingly, we define the weight of linkz, m) based on shadow
forwarding packep. Actually, estimating a node’s delivery abil-dueue lengths as follows.
ity is also a key issue in DTNs and has been widely studied in ~
the literature. Several methods have been proposed faptinis W (£) = pﬂz}fm)[vf(t) — V() ()
pose in previous work. In this paper, we utilize nodes’ conta
probabilities to quantify nodes’ delivery ability. Thisategy is Here, recall that’y_, , = 0, which makesV7, +(c0) = 0
adaptive to many mobility scenarios due to its simplicitjein and thus strongly attracts those packets destinddt) to be
is helpful to enable BAR to be useful in various applicatioa-s scheduled in (6), which encourages the packet destined to it
narios. destination to be scheduled for transmission. Moreoveerwh

Specifically, in BAR, each node € V(G) records its con- calculatingV;Z (¢) for a nodem which is not the destination of
tact probability with every other node in the network. Ii&f,, packetp, its replication quota op is considered to be at least
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one, even if this node actually has no replicgpdbcally. The Table 1. Simulation parameters.

reasons for doing so are as follows. First, this setting kesab

us to clearly distinguish an intermediate node from the pack Parameters Description
destination from a scheduler’s viewpoint. Second, thin&uab Simulation area 4,500 m 3,400 m
that if we allow an intermediate node’s virtual queue length Number of nodes 200
UP (t) equals zero, then it is highly possible that a transmission Communicationrange 50 m
to such a node m will be scheduled no matter what the value of Node buffer 50 Mb
C? is based on (5) and (6), which may cause a lot of unneces- Packet size 1 Mb

Replication quota 10 for both of BAR

sary replica exchanging.

After defining the weight of linKn, m) based on the shadow
gueue length, the scheduling process is given by (7), whith f
lows a back-pressure based scheduling manner: Packetsewill
allowed to be replicated over linfe, m) if (n, m) will be acti- Some further explanations are as follows. First, for theidas
vated under a scheduigt) which is derived from the following tion of a packep, its replication quota of always equals zero,
optimization problem. e, U” (c0) = 0. Second, when a packet reaches its des-

dst(p)
7(t) = arg max (Z) Wom (t). (7

and Spray-and-wait

tination, a common method for noticing other nodes about its

successful delivery is to broadcast an acknowledgemenKjAC

network-wide. In BAR, when a node transmits a packet to

It should be noted that deriving the global optimal schedujg target destinatiom; immediately setd/?(t) = oco. Further,

set by (7) cannot be deployed in a purely distributed mannghenn or dst(p) exchanges its quotas and contact probabilities

because of obtaining the global network state informat®n \yith other nodes, the met nodes will also update their quotas

in general not practical in dynamic DTNs. Here, we preseptio infinite and spray it like done by anddst(p). Note that

a heuristic implementation of BAR as follows: Each nade sych information is only needed to be stored in the network fo

(n € V(G)) always makes a greedy localized forwarding deci time period sufficient for spraying it to all nodes whicHlsti

sion by selecting the packet in its local queue and the next hiold undistributed quota of. A packet with an infinite quota

whose joint weight contributes to the maximum in (7) with i will always be ignored in (5) when making scheduling dedisio

one-hop neighborhood. This method for acknowledgment dissemination can avoid use
The scheduling mechanism in BAR encourages packets Wifhextra control messages for ACKs and thus reduce the band-

higher replication quota to disseminate its replica(s) @ndta \idth consumption. Third, a node needs to really transmétta d

to nodes who have low quota or do not have the packets in theiicket's replica to an encounter only when the encountes doe

queues. In this process, the delivery abilities of both seadd not have that packet in its buffer; otherwise, On|y quotm’.

receiver play a key role in the decision making. The purpogfanged according to the scheduling and also the corresmpnd

for doing so is to achieve a balance between appropriaté fagliota distribution decision, which can be finished via exgfea

tolerance in packet delivery and assigning replicationtasito  of control messages and is much less resource consuming than

good forwarders. the exchanging of actual data packets.

E. Quota Distribution Mechanism F. Buffer Management

Next, we introduce the replication quota managementand dis, BAR, packets stored at each node are sorted according to

tribution mechanism in BAR. their residual quotas. The packet with the least residualais

The replication quota of a packet at a node represents the RRljieved to have already been spayed the best (at least fiem t
mitted rgplicating amount for Fhis packet by the node. If thg,irent node’s perspective) for providing certain deljvassur-
packep is generated at, i.e.,n is p's source noderc(p), then  gnce or this node is assigned with a low quota because of its
the replica quotd){, . is assigned as a pre-determined valugy, o forwarding efficiency, and thus will be first removednro
otherwise, the quot@7 is determined by.’s last-hop node ac- the puffer when the buffer is going to be full. Besides, paske

cording to the scheduling decision and also the quotathiat  ith infinite quota will be deleted when the storing timer ex-
noden locally keeps (if any) before the transmission. pires.

Specifically, when at time, a packetp stored at node: is
scheduled to be replicated or distributing some of its qogta

link (n,m) tom, then at the time when the transmission is fin- lll. PERFORMANCE EVALUATION
ished (denoted as+- 1), the dynamics of quotas gfat sender | this section, we evaluate the performance of BAR using
n and receivern will evolve, respectively, as follows. the widely used simulator ONE [18] and compare it with the fol

if m = dst(p); lowing t_hree replication routing protocols: Epidemic [8pray-
x UP(t),1}, otherwise. and-wait [.8]’ an(.j RAPID [6]. : .
nivo b In our simulations, a road network with more than 50 intersec
) ®) tionsis considered, which is extracted from the map of isi
Up(t+1>{9’ ~ ~ if m=dst(p); as shown in Fig. 1. In the simulations, network nodes con-
m UP (t)+max{UP(t) — UE(t 4+ 1), 1}, otherwise. sist of four different groups, in which one group is cars whos
(9) speeds are randomly chosen within [2.7, 13.9] m/s and thex oth

OP(t+1)={
A = g 2001200
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warm-up time. More parameters can be found in Table 1.

Figs. 2 and 3 show the cumulative probability of the end-to-
end (E2E) delays by different protocols when the packet gen-
eration intervals are 5 and 10 s, respectively. The chamel r
is 2 Mbps. From the figures, it is seen that BAR significantly
outperforms the other three protocols in terms of E2E defaly a
packet delivery ratio. For any given delivery delay, BAR ajs
performs the best. The reason is as follows. In our simuiatio
we considered limited node buffer space and channel baridwid
In such an environment, Epidemic has the highest posgiloilit
buffer overflow and thus packet discarding. As a result, & ha
the lowest delivery ratio. Similarly, RAPID may also gertera
more replicas and waste resources. The Spray-and-waits limi
the replication quota, however, it never considers theivecg
ability for delivering its replicas and thus often uses sjtiota
instead of distributing the replicas to good relays. As alltes

three groups are pedestrians, whose speeds are randoragnchas can be seen in the figures, it delivers more packets tomeare
within [0.5, 1.5] m/s. Each group has 50 nodes and with diffeestinations (i.e., with lower delivery delay) than to réenones

ent interest points under a random waypoints movement modgg., with longer delivery delays).

Data packets were generated by randomly chosen nodestsubjed/e further increase the packet generation rate to 1 packet pe
to a given generation interval and the packet destinaticar® wsecond. In Fig. 4, it is seen that the packet delivery ratithisy
also randomly chosen. Each simulation lasts for 2 h with a 12ther three protocols decreases much sharply than that By BA
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This result demonstrates that, by limiting the total reqiien network capacity for adaptively adjusting replication itirof
guota and using the back-pressure based scheduling, BAR pankets. However, CCR did not consider the delivery ability
achieve higher replica usage efficiency than other prosoeel  of nodes when making forwarding decisions. In [11], Budtt
der limited network resources. al. proposed a Multi-phase spraying mechanism which divides
Fig. 5 shows the cumulative probability of E2E delays whelhie spray phase of replicas into multiple periods. In [11jta
reducing the channel rate to 1 Mbps. In this case, the numberround of spraying only starts when its former rounds oann
of packets can be transmitted in each transmission opgtrturachieve the pre-defined performance. However, similar tR CC
is reduced, which is helpful to estimate the performance gan [10], when spraying and forwarding replicas to nodes, the
brought by limited transmission bandwidth. As shown in Fg. mechanism in [11] also did not consider the nodes’ ability fo
BAR also outperforms the other three protocols in terms & E2mproving the delivery performance and sometimes may lead t
delay and delivery ratio, which illustrates the higher farding a waste of the limited replication quota. EBR proposed ir] [12
efficiency of BAR than others. takes a node’s packet delivery probability into account nvhe
making quota distribution decisions. However, EBR’s quiita
tribution manner still allows a node with very low packetidel
IV. RELATED WORK ery probability to be allocated with a certain amount of guot
In this section, we present a brief overview of existing replWhich is not efficient especially when the total quota is vemy
cation routing protocols in DTNs. Existing replication timg ited.
protocols can be divided into two categories based on the num!n summary, much significant progress has been made in re-
ber of replicas created, i.e., flooding-based and quotaebas ~ centyears and enables replication routing to be increbysifi
Flooding-based protocols greedily replicate packets @ecocient and.pra_ctlcal. Hovyev_er, how to maximize the efficieaty
ing to some node- or packet-specific utility. In this cat@goreaCh replication for achieving a good tradeoff b_etwegn otw
epidemic routing [2] enables nodes to replicate a packee O,R:erformance and network resource consumption still deserv
encountering a node. Thus, the number of replicas generafgepth study.
under epidemic routing is directly dependent on the number o In this paper, we for the first time leverage back-pressure
nodes in the network and apparently to be resource-congumiheduling to reconstruct the replica distribution in iegtion
In [6], RAPID models DTN routing as a resource allocatiofPuting for DTNs. There has been some previous work that also
problem and aims at optimizing specific routing metrics,hsud!Se€d back-pressure based routing and scheduling in the con-
as the worst-case delivery delay, or fraction of packetsdan text of DTN routing. In [21], Ryuet al. proposed a two-level
be delivered within a deadline. When a transmitting opport@ack-pressure routing protocol for DTNs consisting of s
nity appears, RAPID replicates packets in the decreasidgror0f nodes intermittently connected via mobile carriers arelt
in terms of their utilities. Here, the packet utility is defhus- used different routing strategies for intra- and interstéu rout-
ing, for example, packet expected delay, which is deduced iJ- In [22], a back-pressure based single-copy routingopro
ing encounter probability. Likewise, MaxProp [7] uses ety €Ol for DTNs was proposed. In [23], the authors proposed an
probability to define packet utility. Similar replicationtemes 2adaptive redundancy technique to address back-pressutre ro
can also be found in [3]-[5], which use different methods fdRg's poor delay performance under short-lived flows in DTNs
determining node- or packet-specific utility. One key pesbl [N [23], replicas are only generated when traffic load in the n
with these flooding-based mechanisms is that they do not Wark is very low. Further, these replicas will be only trarism
strict the number of replicas that can be generated in a metwd€d when there is no original packet that can be transmitted i
which may lead to excessive replication in some extremescag@rwarding queues. Such kind of replication method is used f
and therefore affect the network performance. addressing the so-called last-packet problem existingatkb
Quota-based protocols uses replication quota to limit tiREessure based networks. DifferenF fror_n the above merdipne
maximum number of replicas for each packet. Among the e¥©rk, our protocol BAR proposed in this paper uses the idea
isting protocols in this category, Spray-and-wait in [8pssa pf back-p.ressure sghedullng to sghedule the d|§trlpumqm
fixed bound to limit the maximum allowable number of replica$ed) replica quota in a DTN, while the transmission of attua
to be created in a network. In Spray-and-wait, routing psecedata packet does not rely on the queue backlog differergial b
is divided into two phases, i.e., spray and wait phases. raﬁu),sptwe_en neighbor nodes like done in traditional back-presair
phase, the source distributes a fixed number of packet esyttic 90rithms [21]-{23].
the first few relays encountered. In wait phase, these rekayg
the replicas being assigned and wait until encounteringahe
geted destination. A follow-up protocol called Spray-dadus
[9] uses a similar spray phase. The difference is, a new focudn this paper, we proposed BAR, a DTN routing protocol
phase is proposed in [9] which enables the replicas be furtiwgth back-pressure based replica distribution. BAR motiets
forwarded to help increase network performance. Spray-amdplica distribution problem from a resource allocatiorspec-
wait and Spray-and-focus succeed in limiting the overhdadtive and it utilizes back-pressure scheduling for scheduthe
flooding-based protocols. However, their delivery ratiofes. replication quota allocation in the network. Simulatiosuks
Consider that fixed limit used in [8] and [9] may either undedemonstrate that BAR can achieve high replication effigienc
estimate or overestimate the network resource in some ,casasl outperform existing protocols in terms of packet endid
in [10], Wu et al. proposed CCR, which explores the residualelay and delivery ratio.

V. CONCLUSION
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