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Abstract—Network slicing is a relatively recent paradigm
that has become a subject of intensive research. Most of the
existing approaches follow the ETSI NFV MANO model with
some extensions related to multi-domain slicing, slice selection,
etc. The framework is a part of the standalone variant of
the 5G network standardized by 3GPP. However, the current
implementation of network slicing in 5G has several limitations,
especially regarding management and orchestration: The isola-
tion of slice management is not appropriately addressed, the slice
tenant management capabilities are limited, and the management
and orchestration centralization raises serious scalability and
reliability issues. Moreover, the slice-level operations are not
well-separated from other processes due to a lack of proper
separation of concerns. As a result, the overall network slicing
architecture has complex interactions with many components of
the 5G network. In this paper, we describe a new framework that
uses an approach to sustain self-managed and self-orchestrated
slices. To that end, we propose a modular architecture in which
slices have embedded (in-slice) management and orchestration
support, and multi-domain slices rely on multiple slice-agnostic
orchestrators. The framework enables the composition of new
slices as a combination of single domain-slices in a relatively
easy, technology-independent manner.

Index Terms—Management, network slicing, NFV MANO,
orchestration, 5G, 6G.

I. INTRODUCTION

FOLLOWING the initial commercial deployments of 5G
networks, both industry and academic entities have begun

the work on the architecture, capabilities and requirements of
6G mobile networks. The 6G vision assumes deep incorpora-
tion of artificial intelligence (AI) in the network resulting in a
transition from “connected things” to “connected intelligence”,
and provision of global and instant connectivity [1] to a much
larger number of devices than in the previous generation. The
first 6G flagship project (6Genesis [2]), which is focused on
the establishment of 6G targets based on market trends and the
latest technological advances, has already started. So far, the
key features of 6G include data rates up to 1 Tbps, trusted
global and instant connectivity, latency below 1 ms in the
control plane and below 0.1 ms in the user plane, very high
downlink spectral efficiency (100 bps/Hz), as well as operation
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in sub-THz and THz bands. 6G networks should provide
widely-accessible broadband, global network coverage by the
integration of terrestrial and satellite systems, supporting low-
energy, battery-free IoT devices [1], [3]–[6].

The network slicing concept, leveraging virtualization tech-
niques that allows for the creation of multiple, logically-
isolated network instances over a shared infrastructure, will be
exploited in future 6G networks. The benefits of network slic-
ing include the ability to customize slices to their service(s),
the on-demand deployment of slices, and the delegation of
slice management (partially or fully) to slice tenants. The
economical aspect of infrastructure mutualization and multi-
tenancy is also positive, since the capital expenditures associ-
ated with the creation of a single network slice and further
operational costs should be lowered in comparison to the
classical cases.

At present, most network slicing concepts, including the
3GPP one, consider a centralized management and orchestra-
tion approach defined by ETSI network functions virtualiza-
tion (NFV) management and orchestration (MANO) frame-
work [7]. In ETSI NFV, a network slice is simply consid-
ered as an NFV network service (NS), among others. The
MANO framework is responsible for analysing the abstracted
description of a slice, for providing optimal placement of
slice virtual functions within the infrastructure, and for the
dynamic allocation of resources to slices during their run-time.
The 3GPP has defined for 5G networks a set of mechanisms
and protocols that support network slicing operations like
slice selection and attachment. The 3GPP approach, which is
discussed in more details in Section II, has many limitations,
e.g., it provides no separation of the management plane
of slices, and it is significantly complex to implement. Its
inclusion has an impact on multiple components and protocols
of the 5G network architecture, while the centralization of
slice management and orchestration functions raises significant
scalability concerns. It is worth noting that this concept has
never been commercially deployed yet.

The 6G-LEGO concept presented in the paper aims at
solving some above-mentioned limitations of 5G network
slicing. It provides a clear separation of management planes
of deployed network slice instances (NSIs). To that end, each
NSI has its own management as well as “in-slice” mechanisms
of users’ authentication. Moreover, it allows for the creation
of sub-network slices per domain, and their concatenation
in order to obtain an end-to-end slice or to add services
to slices. To efficiently achieve that goal, 6G-LEGO sub-
network (i.e., single domain) slices are self-contained and
self-described. Due to the proposed separation of concerns,
the interactions between functional blocks of the architecture
are minimized. The structure of the paper is as follows. The
existing concepts, relevant standardization efforts and research
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projects are presented in Section II. Section III is devoted to
requirements and implementation options that drive our work.
In Section IV, the proposed framework for distributed man-
agement and orchestration of slices for beyond 5G networks is
described. Section V addresses some implementation remarks.
Finally, Section VI summarizes our contribution and provides
some research directions.

II. RELATED WORK

Network slicing is based on the widely cited approach of
NGMN [8] where NSIs are built over a shared infrastructure
composed of fully or partially isolated physical or logical
resources (computation, storage and transport). NSIs are in-
stantiated according to their templates as logical networks
customized for the need of a specific service or a set of
services. According to NGMN, the end-to-end NSI can be
created as a concatenation of sub-network slice instances.
The end-users’ services are external to NSIs, and the inter-
actions with services can occur via application programming
interfaces (APIs) exposed by NSIs. Such a separation of NSI
and services implies NSI-independent lifecycle management of
services. The NGMN concept has been adopted by ETSI in the
NFV framework [9] and by the 3GPP 5G system (5GS) [10].

The ETSI NFV framework enables the dynamic deployment
of network functions as software-only entities (termed as
virtualized network functions, VNFs), abstracted from the
underlying hardware, and is intended for telco-oriented imple-
mentation of softwarized communication networks. The ETSI
NFV MANO [11] is responsible for the lifecycle management
and dynamic resource allocation to network services (i.e.,
network slices in ETSI terminology) that are implemented as
a set of interconnected VNFs. The NFV framework is VNF
functionality agnostic and provides no specific support for
network slicing except the “priority” parameter of network ser-
vice deployment elavour for resource shortage conflict resolu-
tion [12]. The operations/business support system (OSS/BSS)
that is placed atop of the MANO stack plays a key role in
the whole ETSI NFV picture. It is responsible for run-time
slice management. However, the functionality of OSS/BSS
had not been defined by ETSI till NFV Release 3. This
release [7] has introduced slice-related management functions
of OSS/BSS (at the levels of communication service, network
and sub-network slice) identically to the 3GPP vision [13].
Moreover, the OSS/BSS handles user subscriptions, performs
the policy-based management of slices and services, provides
key performance indicators (KPIs) monitoring for service level
agreement (SLA) fulfilment, collects accounting data, etc.

The concept of network slicing, however, requires more
mechanisms than those currently defined by NGMN or within
NFV MANO. The gaps include mechanisms for slice descrip-
tion, slice selection and matching, interactions between the
slice provider and slice tenants, to mention a few. Some of
them can be also specific to the networking technology, e.g.
the radio access network (RAN). Several of the mentioned
issues have been solved by 3GPP, others are handled by the
ITU-T study group 13, which has already published some
recommendations [14]–[16].

Another facilitation of network slicing has been proposed
by GSMA in [17] where the concept of generic network slice
template (GST) has been introduced. It aims at simplifying the
interaction between network slice customers and providers. In
general, GST is a high-level template with a set of all potential
attributes to characterize a network slice. Based on the specific
use-case (service) requirements, GST is parametrized with
attribute values and becomes a network slice type (NEST).
The latter helps the operators to define how (sub-)network
slices should be instantiated. For the most common use cases,
standardized NESTs (S-NESTs) have been specified and made
publicly available for inter-operability [17].

The 5G network slicing approach [10] proposed by 3GPP
follows the NGMN and ETSI NFV concepts. It allows the
user to be attached to up to 8 slices simultaneously [18].
The user plane function (UPF) chain may be considered as
a “dedicated user plane”. The control plane, based on service-
base architecture (SBA), supports a flexible extension of the
control plane but has also components that support network
slicing-related operations.

The 5GS exposes the control plane services to external
systems via the network exposure function (NEF) [10], [19].
The network slice selection function [10], [20] plays an
important role in the support of network slicing by assisting
with the selection of the NSIs that will serve a particular user
equipment UE. Another key function related to network slicing
is the network slice-specific authentication and authorization
function (NSSAAF), which provides assistance to the access
and mobility management function (AMF) in the verification
of UE’s rights to attach to a specific slice. The procedure is
executed during the UE registration and is performed by means
of the extensible authentication protocol [10], [21], [22]. Net-
work slicing support is also provided by the session manage-
ment function (SMF), which selects the appropriate UPF based
on the single-network slice selection assistance information
(S-NSSAI). The 5GS signalling procedures, e.g. admission
control, handover, session management, are slice aware. En-
hancements for RAN slicing have been studied [23]. The
3GPP approach to 5GS orchestration and management [24]–
[26] supports network slicing (at the level of network function,
sub-network slice, network slice and communication service
management), referring to ETSI NFV mechanisms, except
for slice selection and authentication mechanisms. The 3GPP
management system architecture is complementary to the
ETSI NFV MANO stack [13]. It allows the slice operator
(tenant) to obtain selected management data and to subscribe
to slice management operations [24].

Network slicing is also a subject of intensive research
because there are still many unsolved problems concerning
the scalability of management and orchestration of slices, slice
selection and matching mechanisms, different ways and levels
of isolation of slices, efficient slicing of the user plane, and
multi-domain slicing [27], [28].

Within the 5G PPP H2020 research program of the Eu-
ropean Union, several projects have been focusing on net-
work slicing. They all consider NFV and software-defined
networking (SDN) as enabling technologies. Project 5G
NORMA [29] assumed that some control plane functions
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could be shared by multiple slices. The 5GEx project [30]
was focused on multi-provider networks. It mainly targeted
the multi-domain slicing by extending the ETSI NFV MANO
framework towards peer-to-peer cross-domain orchestration
and management. The 5G PPP 5G-transformer project [31]
proposed a vertical slicer composed of the network slice
manager (as part of OSS/BSS) and the service orchestrator,
both acting at service and resource levels and providing a
single and unified view of multiple underlying infrastructure
domains with their managers.

In [32], the relations between the slice tenants and the slice
providers have been outlined. In this paper, slices are split
into two main categories. One is an “internal” category that is
fully operated by the slice provider, whereas the other one
includes slices offered to slice tenants (so-called “external
slices”). In the latter case, the slice management can be
performed by the tenant or by the slice provider. In [33], it
has been proposed a multi-domain orchestration architecture
for network slicing that has introduced the multi-domain
service conductor, which provides service management across
federated domains orchestrated by local orchestrators. Another
entity of the architecture, the cross-domain coordinator, aligns
cloud and networking resources across federated domains
and accordingly carries out the lifecycle management (LCM)
operations of a multi-domain slice configuring data transport.
A similar approach to resource allocation on different network
segments using a hierarchical orchestration scheme with per
segment orchestrator has been presented in [34]. The end-
to-end orchestrator, called hyperstrator, coordinates the local
orchestrators. The same concept is presented in [35]. Such
a hierarchical approach is also exploited in the 6G-LEGO
concept.

The architectural approach of the 5G!Pagoda project [36]
serves as the basis for our work. This architecture allows
for hierarchical orchestration, the tenants can directly manage
their slices, and the management plane is a part of each
slice [37]. Independent slicing of each plane (i.e., user, control
and management planes) and recursive vertical stitching of
them (further described in subsection IV-B2) are allowed. To
that aim, the concept of a common slice, which consists of
functions that can be used by any other slice, is introduced.
Moreover, the entity called slice operation support (SOS) has
been defined. The SOS is a part of the slice and handles slice-
level operations such as vertical or horizontal slice stitching
(the operations are described in details in subsection IV-B),
slice selection, matching or exposing an abstracted view of a
slice. The approach described in our paper is an extension of
this work. Therefore, more details concerning the components
of the architecture, slice stitching and distributed run-time
orchestration mechanisms are next provided.

Additional challenges about network slicing concepts can
be found in surveys [28], [38]–[41]. The top-mentioned chal-
lenges of network slicing include scalability, arbitration of re-
sources allocated to slices, multi-domain slicing, the definition
of slice abstractions, and security.

III. CURRENT SHORTCOMINGS AND NEW REQUIREMENTS
FOR NETWORK SLICING

In this section, we provide some critics related to the 5G
approach to network slicing, and we also identify a list of
features regarding network slicing in future mobile networks
that are available or weakly supported in 5G. The analysis
performed in this section will serve as a basis for the concept,
which is further presented in Section IV.

A. 5G Network Slicing Shortcomings

The 3GPP approach to network slicing raises several con-
cerns. They include:

• Centralized OSS/BSS issues. The fundamental principle
of slice isolation should also include its management
plane, as described in [42]. An OSS/BSS that is common
for all the slices (i.e., the present ETSI and 3GPP app-
roach) provides a very weak management plane of slices
isolation and raises serious security issues. Moreover,
the access of slice tenants to the operator’s OSS/BSS
also raises many issues in terms of security, reliability
and management performance. It has to be noted that in
this approach, each deployed network slice requires ded-
icated counterparts in OSS/BSS (slice-specific run-time
management plane) that are dynamically deployed in the
OSS/BSS. The dynamic modification of the OSS/BSS is a
new idea that may impact the performance as well as the
security of the OSS/BSS. Additionally, such an operation
is rather complicated since it has to be synchronized with
slice deployment. This issue is currently ignored by 3GPP
specifications.

• Single domain orchestration only. In the 3GPP network
slicing approach, there exists a single OSS/BSS and
MANO orchestrator that is used for the orchestration of
the 5G core (5GC). RAN is, in fact, not orchestrated but
provides RAN slices via APIs. An orchestration of other
domains external to 5GS is impossible, e.g. the transport
network that is used to connect customers or service
providers whose servers are connected to a fixed network
cannot be orchestrated. Moreover, there is no possibility
to use multiple MANO orchestrators in 5GS. Such an
approach may impact slice-related operations in coun-
trywide mobile networks with multiple UPFs. In most
cases, each technological domain requires a dedicated
orchestrator as it has to interact with domain-specific
operations or nodes, e.g., with physical network functions
(PNFs). The interaction between multiple orchestrators is
not defined in the 3GPP specifications.

• Reactive resource allocation. In the 3GPP concept, the
resources required by a slice are allocated by the MANO
orchestrator on the basis of their usage. Meanwhile,
using sophisticated algorithms and information about the
number of slice users, their location, their service require-
ments and the UE mobility, it is possible to predict the
future resource consumption and proactively anticipate
resource allocation. The lack of such mechanisms can
cause inefficient resource utilization or slice KPI degra-
dation. In order to support proactive resource allocation,
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an intelligent orchestration that exploits information from
the control or application planes of a slice (e.g., from a
car navigation system) needs to be deployed.

• Separated orchestration of network slices and their ser-
vices. By definition, network slices are tailored for a
specific service. Inclusion of the service functions into
a slice provides multiple benefits, i.e., better service-
network cooperation, higher isolation and security. Using
separated service platforms makes the overall system very
complicated. A good example here is the integration of
multi-access edge computing (MEC) and 5G network
slicing, which raises security issues due to the fact
that MEC Platform APIs are not slice aware. Moreover,
several MEC and 5GC functions are overlapped (e.g.,
the authentication of users). Therefore, the integration of
MEC with 5G network slices will need some adaptation
of both solutions. A list of issues related to the integration
of MEC and network slices can be found in [43], [44].
This topic is still a subject of discussion in standardization
bodies. In fact, in most cases, adding services to service-
oriented slices during their run-time is not needed and can
be avoided if the service platform is already included in
the slice template.

• Complexity of the 3GPP solution. The approach to net-
work slicing proposed by 3GPP is very complex in terms
of functionalities of the system components, and their
interactions use multiple protocols. Despite dedicated
components for network slicing have been defined in
5GS, the other components of the architecture have also
to be slice-aware. This is caused by a lack of a proper
separation of concerns in the architecture, and as a result,
the overall overhead to the network slicing seems to be
unnecessarily huge.

• Lack of the tenants portal. The 3GPP has incorporated
network slicing and described many related mechanisms,
but within the 5GS management architecture, the defi-
nition of the tenants portal is missing. Such a portal is
present in many research works and serves for interac-
tions between tenants and the system operator for the
purpose of network slice service exposure, negotiation,
ordering, and lifecycle management [45]. Such an entity
plays a crucial role in multi-tenant network slicing frame-
works.

• Lack of the capability of the cooperation of the 5GS
orchestrator with external orchestrators. The present so-
lution cannot be used for the end-to-end orchestration of
solutions in which the 5GS is only a part of the solution.
It concerns, for example, the transport to remote servers
and the deployment of virtual servers out of 5GS (such
a use case is described in details in [33]).

B. New Functional Requirements

The developed network slicing solution should cover a
variety of different aspects related to network slices and the
services that are built on top of them, but also the operational
relations between the network slice tenant and its provider, as
well as the service provider itself. In that context, there exist

several options for the implementation of slice orchestration
and management. Other aspects such as isolation between
slices, slice security, multi-domain slicing may also be taken
into account, but in general, their specific implementations
have no significant impact on the proposed framework. We
can distinguish the following implementation variants:

• Service-related variants. Network slices can be created
to support different types of services. In general, there
are two options for the implementation of network slice
services. In the first option, the network slice and the
slice service platform form the same slice template. Such
a type of slice has thus no interface to external service
platforms. A slice template update mechanism can be
used for the “immersive” orchestration of new services.
In the second option, the services are external to a slice:
Thus, there exists an interface between the slice and the
external service platform. Each service is based on a
service template and uses a service orchestrator for its
deployment. The service deployment can be recursive in
the sense that new services can be incrementally added
to the slice.

• Slice tenant management variants. Network slices are cre-
ated by the slice provider, using the MANO orchestrator
typically, and in most cases, they are managed by the
OSS/BSS of the provider. Meanwhile, there exist more
options of slice management that depend on the slice
type and the tenant’s management skills, as well as its
business goals. When there is a lack of slice management
by the slice tenant, the slice is managed by the slice
provider. Such a case is typically applicable to relatively
simple, short-lived slices or when the tenant delegates the
slice management to the slice provider because of a lack
of skills or interest in such activity. However, when the
slice tenant has high-level slice management capabilities,
he can make use of selected management functions in
order to configure his slice (or services) and to monitor
slice-related KPIs. In such a case, a tenant management
interface has to be implemented. An ultimate case is the
full slice management by its tenant. In this case, the tenant
runs a fully-fledged management system that gives full
control over his slice(s).

• Slice tenant orchestration variants. It is commonly as-
sumed that the slice provider is responsible for the orches-
tration of slices and their services within. However, there
are three cases in which slice tenants can be involved
in slice or service orchestration. In the first one, the
slice provider orchestrates slices and their services. In the
second one, the slice provider orchestrates slices, but the
slice tenant has the service orchestrator and orchestrates
his services on top of his slice(s). In the last case,
the slice tenant has the capability of slice and service
orchestration. In this case, the slice tenant may become
a slice provider that offers slices to its customers.

The requirements for management, orchestration and service
implementation described in this section differ significantly
from the capabilities currently available in ETSI NFV MANO,
making problematic the direct use of the framework for
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network slicing as is. The present implementation of network
slicing proposed by 3GPP for 5G is also not able to fulfil the
mentioned requirements.

IV. 6G-LEGO CONCEPT DESCRIPTION

The different implementation options as well as the short-
comings of the current 3GPP approach to network slicing, as
described in Section III, have been driving the development of
the 6G-LEGO framework. The concept can be implemented
in any type of networking solutions beyond 5G, and we see
it as a candidate for 6G networks. Due to the fact that this
concept considers slices as “bricks”, we have called it 6G-
LEGO. In order to do that efficiently, the term “slice” has
been slightly redefined. In 6G-LEGO, a slice is a set of
interconnected logical entities that are grouped for a specific
purpose and are implemented using isolated resources. Such an
extended meaning of slices enables the creation of not only the
communication network but also the management or service
platform in the form of a slice. Moreover, we are able to
operate at the slice level by adding services to slices, etc. In
contrast to the existing approaches, the framework defines the
slice template as an object that is ready to be deployed with
minimal external support.

The 6G-LEGO framework introduces the following novel
features:

• We see the use of a common OSS/BSS for all slices
as an obsolete approach inherited from hardware-based
networking solutions that is raising scalability issues, pro-
vides weak isolation of slice management operations and
requires OSS/BSS modifications. The added OSS/BSS
functions should support the run-time management of
each deployed slice instance. Instead, we propose that
each slice has its management plane implemented as a
part of the template, similarly to other planes of the slice.
The local, in-slice OSS/BSS cooperates with a central
(global) OSS/BSS to achieve the overall management
goals. The in-slice OSS/BSS provides a management
interface to the slice tenant that can be used for slice run-
time management and for orchestration of additional slice
functions. The local OSS/BSS is not generic, but it can be
customized for a specific slice type (template). As it will
be typically implemented using VNFs, its functionalities
can be dynamically updated, providing that way manage-
ment plane programmability. The in-slice OSS/BSS may
interact with the MANO orchestrator in order to proac-
tively allocate resources (based on QoS/QoE objectives)
or to update the network slice template. The proposed
feature increases the isolation between the slices and
improves the overall system scalability as it reduces the
interaction between the slice and the OSS/BSS. The role
of the external (central) OSS/BSS system is significantly
reduced, since it is now used mostly for the analysis
of slice KPIs and accounting (a common practice of
operators in current networks). The in-slice management
(ISM) [45] concept simplifies the integration of a slice
and makes the slice orchestrator slice agnostic. The slice
template includes nearly all functionalities needed to run

the slice. In the case of multi-domain slice management, a
hierarchical approach is proposed in which the necessary
inter-domain management functions are implemented as a
set of VNFs that interacts with OSSes/BSSes of all single-
domain (sub-network) slices (i.e., ISMs) that compose the
end-to-end-slice.

• Due to the implementation of the in-slice OSS/BSS, the
central OSS/BSS is slice agnostic and the orchestrator
is focused mostly on resource-oriented operations. The
orchestrator for the purpose of a specific slice can be
driven by its in-slice OSS/BSS (ISM), allowing for the
implementation of a proactive method (described earlier
in the paper) of resource allocation. Such an approach
improves the scalability of the orchestrator.

• The proposed definition of slices allows their concatena-
tion in a horizontal and vertical way. The vertical slice
concatenation corresponds to the attachment of services
and management functions to slices of the same domain.
The horizontal concatenation of sub-network slices can be
used if the end-to-end slices are composed of multiple,
single-domain slices. A sub-network slice is typically
created in each technological or administrative domain.
For concatenation of sub-network slices, the framework
provides supporting functions, called slice operations
support (SOS), that are part of each slice and are pro-
grammed during the end-to-end slice template preparation
process.

• We propose a hierarchical end-to-end orchestration of
slices, where the inter-domain orchestrator is playing
a key role. This orchestrator is not a MANO orches-
trator, but it is an entity that interacts with domain-
level orchestrators as slaves. Before slice deployment, it
interacts with the sub-network slice configurator (SSC),
which main role is the preparation of the end-to-end
slice template. The preparation means the modification of
some parts of the sub-network slice templates, especially
the in-slice OSS/BSS and the SOS parts, according to
the need for end-to-end slicing. For example, a selected
sub-network slice may include mechanisms responsible
for users’ authentication, whereas these mechanisms are
removed for other slices. Furthermore, some mechanisms
that enable stitching of neighbouring slices can be added
to the slice template by the inter-domain orchestrator.

The proposed structure of 6G-LEGO slice together with
slice-related operations is described in the next subsections.

A. The Structure of 6G-LEGO Slice Templates and their
Usage

In order to minimize the interactions with other com-
ponents of the framework, the slice template comprises a
set of functions that implements autonomic operations of a
slice or sub-network slice. To that aim, the slice template
includes embedded functions responsible for the management
and orchestration support of the slice (in-slice OSS/BSS), i.e.,
(ISM) [45]. The benefits of this approach are described later
in this section.

The 6G-LEGO slice template also includes functions re-
sponsible for slice operations – support for slice discovery,
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 6G-LEGO slice template
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Fig. 1. Generic 6G-LEGO slice template structure.

users authentication, mobility, and proper traffic redirection for
horizontal (for inter-domain operations) and vertical stitching
of sub-network slices (e.g. for adding services to the deployed
slices). In order to adapt the slice operations to the needs of the
inter-slice communications, the functions responsible for slice
operations have to be modified before the slice deployment
by the orchestrator operator. These functions of a slice are
grouped in the SOS [37].

Each 6G-LEGO slice template is composed of: i) The core
slice components (CSC), ii) the slice management part, called
the slice manager (SM), iii) the resource orchestration support
(ROS), and iv) the SOS part. The role of each part of the
sub-network slice is described below.

1) Core Slice Components: The core slice components
(CSC) part of the slice represents the main functionality of
a slice as requested by the slice tenant. This functionality
is identical to the implementation in a non-sliced network.
Following the concept defined in [37], the per-plane slicing of
the CSC functions is allowed.

2) Slice Manager: The SM is an implementation of the
ISM paradigm. It provides slice-specific run-time manage-
ment, and it exposes an interface for the purpose of slice
management to the slice tenant (I-TEN). This tenant-oriented
interface provides the functionalities for KPIs monitoring,
users management, policy-based slice management, slice se-
curity monitoring, etc. If a tenant is not interested in slice
management, the interface is connected to OSS/BSS of the
orchestration domain and the slice management is provided by
the domain operator. SM is not CSC agnostic, and therefore,
it should be defined together with the CSC and included in
the slice template.

The SM functionalities can be modified during run-time,
using the slice update mechanism. That allows for the dynamic
deployment of management functionalities. In contrary to the
3GPP approach, 6G-LEGO hence makes the slice management
programmable. The mechanism can be used, for example,
for the dynamic addition of security functions to a slice. As
outlined in [45], the preferred approach to the SM imple-
mentation is the automated/autonomic management paradigm,
since the management of many slice instances cannot be done
efficiently in a manual way. Using an AI-driven approach, I-
TEN can be defined as an intent-based interface providing
a relatively easy management interface to the slice tenant,
which in most cases is not a professional network operator.

One of the benefits of the ISM paradigm is the minimization
of involvement of the global OSS/BSS in slice management,
which contributes to management scalability and reliability
improvement. It also minimizes the OSS/BSS modifications
that are generally required in order to efficiently support the
management of each type of slice.

3) Resource Orchestration Support: The ROS part of a
slice is a component that supports resource orchestration. It
cooperates with SM in order to proactively allocate resources
to a slice (using slice usage predictions) before the resource
congestion occurs and enables QoE-driven resource allocation.
By analysing the slice traffic, ROS can also request the
relocation of a specific virtual function or the deployment
of a new one. It may play the role of a dedicated VNFM
of MANO and OSS/BSS that interacts with NFVO for slice
update. After the sub-network slice deployment, ROS has the
knowledge about the slice topology, the location of virtual
functions and the allocation of resources to the sub-network
slice. The initial information is obtained by ROS from the
orchestrator. ROS plays an important role during the sub-
network initialization phase – it obtains the sub-network slice
configuration details from the orchestrator and sends the data
to SM, which configures all virtual functions of the sub-
network slice. ROS must be included in the sub-network slice
template.

4) The Slice Operation Support: The Slice operation sup-
port (SOS) part can be seen as a set of slice-level control plane
entities supporting slice stitching, authentication and selection.
The SOS entities are the following:

• The border gateway(s) (BG) that supports the stitching
of sub-network slices by providing proper adaptation and
configuration of inter-slice protocols for the transport of
the user and control planes. BGs can expose an abstracted
slice view to other slices.

• The slice exposure function (SEF) that is used in order to
describe the slice properties and configuration. In the case
of a combination of several sub-network slices, SEF has
to be appropriately updated. The role of SEF is similar
to the NEF of 5G as defined by 3GPP [19].

• The slice authentication function (SAF) that is used for
authentication of users and for mutual authentication
of stitched sub-network slices. The slice users database
(SUD) stores the information about the users that are
attached to a slice. SEF and SAF take part in the process
of slice selection. In case of horizontal stitching of several
sub-network slices, only one of them implements the
functionality.

• The mobility management function (MMF) that is used
for handling mobility of users attached to the end-to-end
slice as well as the “mobility” of slice entities, i.e., their
relocation, in order to improve slice KPIs. The latter is
realized via the ROS functionality. MMF also reflects the
decisions made by the multi-domain orchestrator (MDO)
regarding optimal slice placement by preparing the slice
and its users for relocation.

The SOS functionality should be configured just before slice
deployment according to slice- or tenant-specific needs. As a
result of slice stitching, some functions of SOS of some sub-
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network slices can be removed, e.g., in chained sub-network
slices, only one of them may have SAF and SEF. More about
the usage of SOS for slice stitching is presented in the next
subsection.

5) Slice Chain Configurator: The Slice chain configurator
(SCC) entity is used in case a slice is a member of any chain
of sub-network slices. It keeps the identity of the chain and
the identity and role of the sub-network slice of the chain.

6) Chain Manager: In each chain, there is a sub-network
slice that has an entity called the chain manager (CM). It
plays the manager role of the chain of sub-network slices
by interacting with SMes of all sub-network slices that are
members of the chain. Its role is described in details further
on.

B. Operations on 6G-LEGO Sub-network Slices
Sub-network slice stitching is at the heart of the 6G-LEGO

concept. In this section, we provide some details on how
the stitching of slices contributes to the flexibility of the
presented framework and how the functions of SOS support
slice stitching.

1) Horizontal stitching of sub-network slices: The creation
of the end-to-end slice over multiple technological or admin-
istrative domains can be problematic. In the case of different
administrative domains being under the control of different
operators, the issue is typically the reluctance of domain
operators to share the details regarding their infrastructure that
is needed to deploy slices. In the case of different technological
domains, the issue is the necessity to use domain-specific
orchestrators. These problems can be solved by defining a
set of single-domain templates, which can be implemented
by each operator upon request and later on stitched. Another
motivation for sub-networks stitching is the split of the same
technology domain into smaller orchestration domains for the
sake of scalability. All the above-mentioned reasons enforce
the motivation for the creation of end-to-end slices as a
combination of domain-level sub-network slices. We call this
operation the horizontal stitching of sub-network slices.

The operation is similar to the interconnection of multiple
networking domains. In general, the use of horizontal slice
stitching results in a less efficient implementation than the
use of a single inter-domain orchestrator, yet it provides the
above-mentioned advantages.

2) Vertical stitching of sub-network slices: There are multi-
ple reasons to provide the so-called vertical stitching of slices,
which lies on “piggybacking” of one slice to another already-
deployed slice. There are two variants of vertical stitching:

• A recursive vertical stitching of slices that relies on the
use of existing APIs (i.e., the slice exposure function,
SEF) of a slice can be used to enrich its functionality by
the addition of a sub-network slice in the same domain.
Later on, the functions of both combined sub-network
slices can be used by another sub-network slice, and
this operation can be recursive. The described approach
is of premium importance for incrementally composing
advanced services.

• The disjoint vertical stitching of slices relies on piggy-
backing of many mutually-isolated slices to the same,

Fig. 2. Stitching of several sub-network slices to compose an end-to-end
chain (example).

shared sub-network slice. This case can be used for
multiple short-time lived slices in order to reduce their
footprint (some functions are common to all slices of
the same type, fewer functions have to be instantiated
for each slice instance) and to shorten their deployment
time. Moreover, such an approach can be enforced due
to the limitation in slicing of some technologies (legacy
networks, RANs). Yet another approach of the concept is
the management as a service (MaaS), i.e., the creation of
a slice that has SM functions but is able to manage several
slices of the same type (SM is not slice type agnostic).
Such a set of common functions, sometimes referred to as
a common slice (in opposite to dedicated slice [29], [36]),
can be also used for the implementation of inter-slice
operations. For example, functions, like authentication of
users or slice selection, can be common to all slices or to
a group of slices. Moreover, a common implementation
of mobility management is beneficial when users have the
capability of simultaneous attachment to multiple slices.
In the presented concept, we have followed the common
slice idea, i.e., all common functions are grouped together
that is justified by the ease of management and the
elegance of the overall approach. It should be noted,
however, that common functions have a negative impact
on isolation properties of slices.

An example of stitching of several sub-network slices is
shown in Fig. 2. In the presented case, the border gateways
(BGs) of each SOS are used for the interconnection between
pairs of sub-network slices (SNS). BGs provide the abstrac-
tions and interconnection of the different technological slices.

The goal of the abstraction is to minimize the dependence
on the technology, which has been used for the creation of each
sub-network slice. The mentioned figure can be interpreted in
several ways:

• If SNS B, C and D are SNSes of different radio access
technologies (RAT), e.g. WiFi, 4G, 5G, they provide
in parallel connectivity to the 6G Core (SNS A) that
has been configured during the deployment phase to
authenticate the users and to also provide some other
functions.

• SNSes C (RAN), A (core), D (cloud) can be considered as
horizontally-stitched SNSes, whereas SNSes A and B, E
and C, and F and D can be respectively seen as vertically
stitched.

It has to be noted that the framework allows different
access technologies to be used for the same slice and that
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Fig. 3. An example of usage of the common sub-network slice.

several 5G/6G core networks can be implemented using the
proposed framework. This is a strong differentiator with the
5G network slicing in which a single 5GC (NSSF, AMF, etc.)
has to support all other slices. Due to the proposed feature, the
6G-LEGO framework allows for RAN aggregation and RAN
sharing.

In Fig. 3, we illustrate the usage of a common sub-network
slice. In the presented case, the slice is responsible for the
management (via SM), orchestration support (via ROS) and
authentication of users (via SOS) of all sub-network slices
and its users that are vertically attached to the slice. In this
way, the footprint of the dynamically deployed sub-network
slices is smaller and their deployment is faster.

In chaining sub-network slices, one of the chained sub-
network slices has to play the role of CM. CM keeps the
information about the chained SNSes and defines their roles.
This operation is supported by the SCC component of SOS.

A conditio sine qua non of the described concept is the
creation of sub-network slice templates with the customized
SOS part of each of them before the sub-network slice
deployment.

In the proposed solution, the slices and their functions are
mutually isolated. For the initial attachment of a user to a
slice, it is necessary to provide a mechanism that informs the
users about the deployed slices and their properties. For that
purpose, we propose the creation of an end-to-end slice (a
chain of sub-network slices) that interacts with the MDO in
order to gather information about the deployed slices and their
features. Such a slice can be seen as a “default slice” and is
used for the initial interaction with the 6G-LEGO framework.

C. Management of the End-to-end Slices

In a classical ETSI NFV MANO case, applied also to 5G
network slicing, the management of all deployed network
services (i.e., network slices) is performed by an OSS/BSS,
external to the slices, that interacts with NFVO and element
managers (EMs) of VNFs of slices. As it has been described,
the 6G-LEGO framework uses embedded sub-network slice
management and the SM that is a part of a sub-network
slice. SM exposes two management interfaces – the main
management interface to slice tenant (I-TEN) and another one
to the domain level OSS/BSS (I-OSS), mostly for SLA and
accounting purposes.

In the case of chaining of several sub-network slices, there
is a need, however, to provide the overall management of the
chain. According to the 6G-LEGO philosophy, the interactions

Fig. 4. Management of several sub-network slices that compose an end-to-end
chain (example).

between sub-network slices should be minimized and as ag-
nostic as possible. It is worth noting that in current networks,
there exist multiple, domain-level management systems, but
the interactions between them are non-existent or minimal
(typically for KPIs exchange). In our proposal, the CM plays
the role of a “higher-level” slice manager (inter-domain) that
is managing the end-to-end slice via the interaction with all
SMes of the sub-network slices that compose the chain.

The CM is also involved in the end-to-end KPI calculations,
the policy-based management of a slice, etc. For predefined
chains, the CM can be defined a priori by the template
provider; however, the best solution would be a dynamic cre-
ation of the component. Unfortunately, the automatic creation
of a CM for any chain of sub-network slices is a challenging
task. The CM should be deployed in the same sub-network
slice in which the chain master controller is implemented.
Typical interactions between SMs and the CM are shown in
Fig. 4. It has to be emphasized that during the slice run-time,
the most involved entities in the slice management are the
SMs, and the involvement of the CM is limited; therefore,
even manual management in such a case is applicable. The
CM interacts with the OSS/BSS that manages the sub-network
slice, which has an embedded CM for the purpose of reporting
of the chain (end-to-end slice) KPIs and accounting.

D. Orchestration of 6G-LEGO Network Slices

In this section, the 6G-LEGO orchestration is outlined. The
main idea of 6G-LEGO lies on the use of domain-level slices
or sub-network slices that are created by the domain level
orchestrators in order to obtain end-to end-slices. The proposed
approach is not tied to a specific orchestration technology.
However, we will refer to the ETSI NFV MANO framework as
a reference solution. The virtualized infrastructure is a classical
infrastructure of virtualized resources (computing, storage and
connectivity) of an administrative domain that can be allocated
to multiple slices. In some cases, the infrastructure can include
hardware entities (PNFs according to the ETSI NFV naming).

In 6G-LEGO, there is a functional split between the slice-
dependent management and the resource-oriented orchestra-
tion (slice agnostic). The management part of the sub-network
(single domain slice), as well as resource orchestration sup-
port are both parts of the sub-network slice template (ROS
component), which is in-line with the 6G-LEGO philosophy.
The overall orchestration architecture is presented in Fig. 5.
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Fig. 5. Orchestration architecture of 6G-LEGO (only orchestration-related
interfaces are shown).

For the lifecycle orchestration of slices, the generic MANO
approach is still applicable with minor changes. First of all,
the orchestration of multiple domains is made in a hierarchical
way using the MDO on top of domain orchestrators (DOs)
that are involved in the lifecycle and run-time orchestration
of network slices. In the architecture, we also introduce the
tenants portal and the sub-network slice configurator (SSC),
which roles will be described in details further on. First,
we describe the usage of the framework for the life cycle
management of slices and later their role in the run-time
orchestration of network slices.

1) Slice lifecycle orchestration: The orchestration compo-
nent roles in the slice lifecycle orchestration are as follows:

• Tenants portal (TP). The portal is a single point of
contact for tenants and is mainly used for the purpose of
slice template selection and slice life cycle management
(deployment, update, termination). For the slice selection
procedure, the TP has a list of all slice templates (sub-
network templates or templates of chains) that can be
deployed. Each sub-network slice or a chain has its
descriptors and a list of configurable parameters that are
available to the TP. Such a list is provided to the TP by
the MDO. During the slice request dialogue, some slice
deployment options can be negotiated. The TP can also be
used for monitoring the slice KPIs by slice tenants if it is
not directly provided by the embedded slice mechanisms,
i.e., SM. For the purpose of KPI monitoring, the TP
has a database that stores KPIs of each slice. KPIs are
defined in the slice template and are calculated by the
management components of a slice (SM). The TP may
provide visualization of slice KPIs. A proposal for such
slice-agnostic KPIs can be found in [46]. The portal also
keeps all the accounting data concerning slice tenants. For
that purpose, the requested and obtained slice KPIs are
compared for SLA validation. On the one hand, the TP
interacts with tenants, and on the other hand, it interacts
with the MDO and indirectly with the SSC.

• MDO. The MDO performs multiple roles. This is the
entity that is contacted for the deployment of all slices;
it also provides the TP with information about KPIs
of all already-deployed slices. It includes the database
of all templates that can be used for slice deployment
within the framework (even those which are used by other
orchestrators of the framework). When a new slice request

is sent to the multi-domain orchestrator, it analyses the
feasibility and options of its deployment. All the opera-
tions can be qualified as a slice pre-deployment phase.

• SSC. The SSC role is to modify optionally the sub-
network slice template according to the requirements of
the chained sub-network slices. The SOS modifications
correspond to the addition or removal from each sub-
network SOS components that are, respectively, necessary
or not needed for a specific sub-network slice chain.
The ROS of each sub-network slice obtains the SSC
information about the initial configuration of each sub-
network slice that has to be deployed during the sub-
network slice initialization. The information about chain-
specific configuration for known templates is stored in
the SSC.

• DO. The DOs obtain the sub-network slice templates
modified by the SSC (the modification typically concerns
the SOS part of the slice template) from the MDO and
are responsible for the deployment of each sub-network
slice that compose an end-to-end slice. DOs are domain-
specific orchestrators of resources combined with the
domain OSS/BSS. The domain OSS/BSS part of a DO
is focused on all the operations of its domain. It collects
statistics related to resource usage, provides the inventory
of running slices and their dependencies that are the
implication of vertical and horizontal stitching of sub-
network slices, which are deployed within this domain.
The OSS/BSS part provides FCAPS (fault, configuration,
accounting, performance, security) functionalities for its
domain, i.e., it may force the DO to implement a template
in a specific way. It also provides an interface to the
domain operator and to the MDO. The orchestration
part of a DO is responsible for requesting from the
Infrastructure resource allocation to a slice (or sub-
network slice) and the optimal placement of template
virtual functions. However, the initial configuration of
a deployed slice is performed by the SM of the slice,
therefore, DOs are slice agnostic. The DO may have
to collect all the information related to deployed slice
performance and faults. After the deployment of each
sub-network slice, its ROSes forward to respective SMes
the slice configuration parameters that SMes have to use
for configuring each component of the sub-network slice.
During the deployment, each DO provides the ROS with
information about the slice deployment configuration that
includes the information about the deployment of each
virtual function, its placement, resource allocation as well
as the sub-network slice graph.

After the successful completion of the mentioned opera-
tions, the sub-network slice SM or, in the case of a chain,
the CM reports to the TP that the slice is ready to be used,
completing that way the slice deployment phase.

The slice termination phase details are omitted in the de-
scription as the operations of this phase are pretty simple. The
only aspect specific to the 6G-LEGO framework operations is
related to the transmission of all slice-related statistics via the
MDO to the tenants portal for the purpose of accounting. It
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is noteworthy that the slice termination will also terminate the
SM of the terminated slice.

2) Slice run-time orchestration: During the run-time phase,
each SM of the sub-network slice carries out the perfor-
mance analysis and, on that basis, it is trying to perform
reconfigurations in order to maintain the slice KPIs at the
required level. The SM, in cooperation with the ROS (which is
aware of the sub-network slice graph, resource allocation and
consumption), may propose to change the resource allocation
or to relocate a certain virtual function from one data centre to
another one for the sake of data transport efficiency. All slice
template modifications or virtual function placement requests
are sent via the ROS to the DO. After the change of the virtual
function placement, the SM makes necessary configuration
changes, and the ROS updates its slice deployment-related
database. The mentioned SM-ROS cooperation allows for the
application-driven (sometimes QoE-based) resource allocation
that is hard to achieve in the current MANO architecture, and
it provides an efficient extension to the classical management
that assumes a fixed allocation of resources.

V. 6G-LEGO FRAMEWORK IMPLEMENTATION REMARKS

In the previous section, we have described the 6G-LEGO
framework. In this section, we provide an analysis of its
potential implementation. The proposed approach differs sig-
nificantly from the 3GPP’s 5GC-centric one. We have pro-
posed a different decomposition of functions with a much
higher distribution level. Due to the embedding of many
functions in the slice template, these functions do not need
to be implemented as a part of the framework. Some 5GC
functions can be reused by 6G-LEGO, even as a part of the
slice template. Nonetheless, particular functions that do not
exist in 5GS have to be developed and implemented from
scratch. The set of these functions include the TP, the SSC
and the MDO.

A. 6G-LEGO Slice Template Functions and Interfaces

In this section, some recommendations regarding the specifi-
cation of slice interfaces as well as functionalities of selected
entities of the proposed solution are provided. There is no
need to specify the slice internal interfaces, as they are slice-
specific. Yet, there is a need to specify all the interfaces that
are used for the interaction of a slice with external entities.

The interfaces that need to be specified within a slice
template include:

• SM-DO interface. This interface is mostly used for pro-
viding information about slice health and performance
(KPIs).

• SM-tenant interface. This interface is a customized web
interface. Therefore, its specification is not a critical one.

• ROS-DO interface. the ROS provides interfaces to the DO
that deals with orchestration. It includes the VNFM of the
MANO functionality and interacts with the NFVO using
OSS/BSS-VNFO-like interfaces. Details of the modifica-
tion of the interfaces have yet to be specified.

• BG interfaces. The SOS functions interact with the en-
tities external to the slice. The BG has to provide an
interface for data exchange in a slice chain. Typically,
some standardized IP protocols will be used for that
purpose.

The SEF may use the modified and extended concepts of the
3GPP NEF. The SAF functions can be taken from 3GPP, and
it plays a similar role to the NSSF of 5GC. The slice CMs are
slice specific and do not have to be specified.

B. 6G-LEGO Framework Components and their Interfaces

1) Tenants Portal: The TP provides the interaction between
tenants and the MDO. It plays the role of the business portal
used for triggering the operations related to the lifecycle
management of the slices. The interface between the portal
and the MDO has to be defined, but not standardized. It is
used for passing to the TP the information about the possibility
of slice deployment, and according to tenants portal requests,
the MDO provides the lifecycle management of multi-domain
slices. The GST/NEST templates proposed by GSMA (with
extensions) can be used for negotiations with tenants.

2) Sub-Network Slice Configurator: The SSC converts the
requests obtained from the MDO, and it thus compiles sub-
network slice templates with customized components of SOS.
The SSC-MDO interface should be standardized.

3) Multi-Domain Orchestrator: The MDO interacts with
the SSC, the DOs, the TP and the SMes of slices. Its main
function is the deployment, termination and high-level moni-
toring of the status of the deployed slices. This is not a MANO
orchestrator. The interaction of the MDO with the SSC and
the TP has been already described. The MDO-DO interface
is used for the deployment of a sub-network slice template in
a specific domain. This interface should provide the lifecycle
operations abstractions in order to deal with different types of
DOs.

4) Domain Orchestrator: The DO is composed of two
parts. The first one is the domain-level OSS/BSS that is
master for all orchestration operations. It performs all FCAPS-
oriented operations. The second part of the DO is the resource
orchestrator (MANO-like). The SM-DO interfaces used for
triggering orchestration operations by an SM can follow the
NFV specifications. For specific technological domains, dif-
ferent than MANO orchestrators should be used. The MDO
should be aware of their specificity and capabilities.

5) Virtual Infrastructure: It is not specific to the 6G-LEGO
framework. The ETSI MANO approach or other domain-
specific approaches (e.g. for RAN) can be used.

VI. CONCLUSIONS

In this paper, we have introduced a new and clean slate
approach to network slicing that we believe to be applicable
to beyond 5G networks, including 6G networks. Our concept
aims at addressing some deficiencies of the ETSI NFV and
3GPP approaches to network slicing that we have described
in Section III. We see those approaches as overly complex
with a lack of proper separation of concerns, too centralized
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and with lack of some vital functionalities.
The 6G-LEGO model minimizes the external operations

related to each slice and uses some programmable abstractions
to simplify slice stitching and compose the end-to-end slices
as a set of “bricks”. To achieve that goal, we looked at a cloud
model considering a slice as a distributed application, which
internals are not known to the cloud (infrastructure) or the
orchestrator operator. Thus, we have proposed to include a
programmable management plane of each slice in the slice
template (e.g., the SM). Moreover, the slice template can
be customized before its deployment, by adding necessary
functions, such as support for slice selection and authentica-
tion. Using its orchestration-related function (ROS), the slice
itself is able to provide proactive resource allocation and slice
update (adding or removing slice functions). Additionally, we
have considered the horizontal and vertical concatenation of
sub-network slices. Such operations are possible due to the
programmable interfaces of slices and the in-slice management
concept that we introduced. The vertical and horizontal slice
stitching allows for deploying multi-domain slices or adding
virtualized service platforms to slices. 6G-LEGO is agnostic
to radio access technologies (RATs). In fact, our approach
enables the deployment of multiple, independent instances of a
complete mobile network. The functionality of the orchestrator
in 6G-LEGO has been simplified – it is slice agnostic, mostly
used in the slice deployment phase, and it is focused on
resources only. As compared to 5GS, the number of interfaces
of 6G-LEGO that have to be standardized is reduced since
there is no need to specify intra- and inter-slice interfaces.

The presented concept still remains at a high level, and thus
requires significant work before it can be materialized. We list
hereafter the most critical issues that have to be solved before
obtaining a deployable 6G-LEGO framework. More work on
the MaaS approach, i.e., common management of several or all
slices based on the same template, is needed. The MaaS (as an
option) can efficiently address the drawbacks of the proposed
solution, i.e., the increased slice footprint caused by adding the
management plane to the slice. The slice template creation and
preparation entity also plays a significant role in 6G-LEGO.
Such a complex and intelligent entity has to be developed
from scratch. The 6G-LEGO orchestrator can be seen as
a redefined MANO orchestrator with reduced functionality.
This redefinition has yet to be specified in details, and the
existing solution appropriately modified. The SOS entities re-
sponsible for slice selection, authentication and mobility have
to use standardized interfaces to interact with the end-users
equipment. The MDO requires a more detailed specification
of its internal functions. The slice stitching operation needs
further investigation regarding slice exposure and handling
of the dependencies between vertically stitched slices. An
interesting challenge is the automatic generation of the Chain
Management components that can provide end-to-end slice
management through the interaction with slice managers.

All these issues are open and left for future work. In this
regard, the paper provides some research directions for the
efficient implementation of slices in 6G networks.
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